Results

P1 is 80.000000

P2 is 92.000000

P3 is 99.100000

P4 is 93.000000

WARNING:tensorflow:From <ipython-input-5-ea757f536faf>:17: read\_data\_sets (from tensorflow.contrib.learn.python.learn.datasets.mnist) is deprecated and will be removed in a future version.

Instructions for updating:

Please use alternatives such as official/mnist/dataset.py from tensorflow/models.

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/mnist.py:260: maybe\_download (from tensorflow.contrib.learn.python.learn.datasets.base) is deprecated and will be removed in a future version.

Instructions for updating:

Please write your own downloading logic.

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/base.py:252: \_internal\_retry.<locals>.wrap.<locals>.wrapped\_fn (from tensorflow.contrib.learn.python.learn.datasets.base) is deprecated and will be removed in a future version.

Instructions for updating:

Please use urllib or similar directly.

Successfully downloaded train-images-idx3-ubyte.gz 9912422 bytes.

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/mnist.py:262: extract\_images (from tensorflow.contrib.learn.python.learn.datasets.mnist) is deprecated and will be removed in a future version.

Instructions for updating:

Please use tf.data to implement this functionality.

Extracting /tmp/tensorflow/mnist/input\_data/train-images-idx3-ubyte.gz

Successfully downloaded train-labels-idx1-ubyte.gz 28881 bytes.

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/mnist.py:267: extract\_labels (from tensorflow.contrib.learn.python.learn.datasets.mnist) is deprecated and will be removed in a future version.

Instructions for updating:

Please use tf.data to implement this functionality.

Extracting /tmp/tensorflow/mnist/input\_data/train-labels-idx1-ubyte.gz

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/mnist.py:110: dense\_to\_one\_hot (from tensorflow.contrib.learn.python.learn.datasets.mnist) is deprecated and will be removed in a future version.

Instructions for updating:

Please use tf.one\_hot on tensors.

Successfully downloaded t10k-images-idx3-ubyte.gz 1648877 bytes.

Extracting /tmp/tensorflow/mnist/input\_data/t10k-images-idx3-ubyte.gz

Successfully downloaded t10k-labels-idx1-ubyte.gz 4542 bytes.

Extracting /tmp/tensorflow/mnist/input\_data/t10k-labels-idx1-ubyte.gz

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/contrib/learn/python/learn/datasets/mnist.py:290: DataSet.\_\_init\_\_ (from tensorflow.contrib.learn.python.learn.datasets.mnist) is deprecated and will be removed in a future version.

Instructions for updating:

Please use alternatives such as official/mnist/dataset.py from tensorflow/models.

WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow/python/framework/op\_def\_library.py:263: colocate\_with (from tensorflow.python.framework.ops) is deprecated and will be removed in a future version.

Instructions for updating:

Colocations handled automatically by placer.

WARNING:tensorflow:From <ipython-input-2-725c13d4e56c>:50: calling dropout (from tensorflow.python.ops.nn\_ops) with keep\_prob is deprecated and will be removed in a future version.

Instructions for updating:

Please use `rate` instead of `keep\_prob`. Rate should be set to `rate = 1 - keep\_prob`.

WARNING:tensorflow:From <ipython-input-2-725c13d4e56c>:56: softmax\_cross\_entropy\_with\_logits (from tensorflow.python.ops.nn\_ops) is deprecated and will be removed in a future version.

Instructions for updating:

Future major versions of TensorFlow will allow gradients to flow

into the labels input on backprop by default.

See `tf.nn.softmax\_cross\_entropy\_with\_logits\_v2`.

Saving graph to: /tmp/tmpl73\_vyyq
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percentile 0.15050696104764946

test accuracy 0.9902

4.71438

5.281311

5.495428

1.3332698

step 0, training accuracy 1

step 100, training accuracy 1

step 200, training accuracy 0.98

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 1

step 600, training accuracy 1

step 700, training accuracy 1

step 800, training accuracy 1

step 900, training accuracy 1

step 1000, training accuracy 1

step 1100, training accuracy 1

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 1

step 1700, training accuracy 1

step 1800, training accuracy 1

step 1900, training accuracy 1

percentile 0.5122547030448916

percentile 0.15982265591621403

percentile 0.11638351881504083

percentile 0.14323289737105377

test accuracy 0.9926

4.546471

5.108289

5.2435336

1.2585089

step 0, training accuracy 1

step 100, training accuracy 1

step 200, training accuracy 1

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 0.98

step 600, training accuracy 0.98

step 700, training accuracy 1

step 800, training accuracy 1

step 900, training accuracy 1

step 1000, training accuracy 1

step 1100, training accuracy 1

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 1

step 1700, training accuracy 1

step 1800, training accuracy 1

step 1900, training accuracy 1

percentile 0.5277814149856568

percentile 0.15818806350231174

percentile 0.11395508152246489

percentile 0.13112416207790417

test accuracy 0.9924

4.4105554

4.9869304

5.029522

1.1743625

step 0, training accuracy 0.98

step 100, training accuracy 1

step 200, training accuracy 1

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 1

step 600, training accuracy 1

step 700, training accuracy 1

step 800, training accuracy 1

step 900, training accuracy 1

step 1000, training accuracy 1

step 1100, training accuracy 1

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 1

step 1700, training accuracy 1

step 1800, training accuracy 1

step 1900, training accuracy 1

percentile 0.5356780529022217

percentile 0.15421780645847322

percentile 0.11131797434389594

percentile 0.12315867431461813

test accuracy 0.9919

4.6155386

4.814012

4.8458104

1.0796318

step 0, training accuracy 1

step 100, training accuracy 1

step 200, training accuracy 1

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 1

step 600, training accuracy 1

step 700, training accuracy 1

step 800, training accuracy 1

step 900, training accuracy 1

step 1000, training accuracy 1

step 1100, training accuracy 1

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 0.98

step 1700, training accuracy 0.98

step 1800, training accuracy 1

step 1900, training accuracy 1

percentile 0.556762719154358

percentile 0.15243950605392487

percentile 0.10854678952693964

percentile 0.11690886326134234

test accuracy 0.9917

4.6094427

4.636494

4.7387414

0.94439363

step 0, training accuracy 1

step 100, training accuracy 1

step 200, training accuracy 1

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 1

step 600, training accuracy 1

step 700, training accuracy 0.98

step 800, training accuracy 1

step 900, training accuracy 1

step 1000, training accuracy 1

step 1100, training accuracy 1

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 1

step 1700, training accuracy 0.98

step 1800, training accuracy 1

step 1900, training accuracy 1

percentile 0.559142065048218

percentile 0.15315174877643592

percentile 0.10757746969163465

percentile 0.1080292812734851

test accuracy 0.9913

4.7758822

4.651978

4.580811

0.8763437

at weight conv1/W\_conv1

before pruning #non zero parameters 500

percentile 0.3028565824031831

pruned 400

after prunning #non zero parameters 100

at weight conv2/W\_conv2

before pruning #non zero parameters 25000

percentile 0.08666254788637165

pruned 23000

after prunning #non zero parameters 2000

at weight fc1/W\_fc1

before pruning #non zero parameters 400000

percentile 0.06332733263820477

pruned 396400

after prunning #non zero parameters 3600

at weight fc2/W\_fc2

before pruning #non zero parameters 5000

percentile 0.06596140213310749

pruned 4650

after prunning #non zero parameters 350

checking space dictionary

dict\_keys(['conv1/W\_conv1', 'conv2/W\_conv2', 'fc1/W\_fc1', 'fc2/W\_fc2'])

start retraining after pruning

step 0, training accuracy 0.98

step 100, training accuracy 1

step 200, training accuracy 1

step 300, training accuracy 1

step 400, training accuracy 1

step 500, training accuracy 1

step 600, training accuracy 1

step 700, training accuracy 1

step 800, training accuracy 1

step 900, training accuracy 0.98

step 1000, training accuracy 1

step 1100, training accuracy 0.98

step 1200, training accuracy 1

step 1300, training accuracy 1

step 1400, training accuracy 1

step 1500, training accuracy 1

step 1600, training accuracy 1

step 1700, training accuracy 1

step 1800, training accuracy 1

step 1900, training accuracy 1

step 2000, training accuracy 1

step 2100, training accuracy 0.98

step 2200, training accuracy 0.98

step 2300, training accuracy 1

step 2400, training accuracy 1

step 2500, training accuracy 1

step 2600, training accuracy 1

step 2700, training accuracy 1

step 2800, training accuracy 1

step 2900, training accuracy 1

step 3000, training accuracy 1

step 3100, training accuracy 1

step 3200, training accuracy 1

step 3300, training accuracy 1

step 3400, training accuracy 1

step 3500, training accuracy 1

step 3600, training accuracy 1

step 3700, training accuracy 1

step 3800, training accuracy 1

step 3900, training accuracy 1

step 4000, training accuracy 1

step 4100, training accuracy 0.98

step 4200, training accuracy 1

step 4300, training accuracy 1

step 4400, training accuracy 0.98

step 4500, training accuracy 1

step 4600, training accuracy 1

step 4700, training accuracy 1

step 4800, training accuracy 1

step 4900, training accuracy 1

test accuracy 0.9918

100

2000

3600

350